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Abstract: The rise of Social Media such as E- Commerce and social networks has interest in sentiment analysis. 

With the rapid increase of reviews, ratings, recommendations and other forms of online expression, online opinion 

is nothing but virtual currency for businesses looking to market their products, identify new opportunities and 

manage their reputations. Opinions of product express the ideas, interests and emotions about particular product 

for the world. With the increasing use of internet sources for all needs of life and peoples choices on how to send 

their life around computers new organizations on the web such as online networks, forums important source of 

and blogs are the new meeting point for the people. The difficulty comes out by the personalized design and the 

size of the blogosphere; every blog has a different structure which prevents us to find the information or related 

data with several tracking from one to another the Aim of this paper is to create an analysis framework using web 

mining principles on opinion mining application to grab people’s opinions and emotions about recent mobile  from 

contents of website addition to this, we also introduce an architecture, implementation, and evaluation of a web 

mining application called the Opinion mining, which will extracts classifies people's opinions & emotions about 

mobile reviews. 

Keywords: Mining, Blog mining, SentiWords. 

I.   INTRODUCTION 

With the evolution of web technology, user uses the data which is present on the internet in huge amounts. Users use the 

available resources in the web, and give their feedback, which generate additional useful information. Due to larg amount 

of user’s opinions, views, feedback and suggestions available through the web resources, it’s very necessary to explore, 

analyze and organize users views for better decision making.  

Opinion mining is a latest study in the part of Text Mining (TM) that has been specific by different conditions like 

sentiment analysis, subjectivity analysis, or sentiment Orientation. Sentiment classification can be considered as a binary-

classification process in traditional period [1] 

Opinion Mining or Sentiment Analysis is a Natural Language Processing and Information Extraction task that identifies 

the user’s or opinions explained in the form of positive, negative comments. 

Current-day Opinion Mining and Sentiment Analysis is a study of Information Retrieval (IR) and Natural Language 

Processing (NLP) and share some characteristics with other disciplines such as text mining and Information Extraction. 

Opinion mining is a technique to detect and extract subjective information in text documents. In general, sentiment 

analysis tries to determine the sentiment of a writer about some aspect or the overall contextual polarity of a document. 

The sentiment may be his or her judgment, mood or evaluation. A key problem in this area is sentiment classification, 

where a document is labeled as a positive or negative evaluation of a target object (film, book, product like mobiles etc.). 

Opinion mining is not only useful for clients, but also helps organizations to evaluate opinions and behavior of clients 

towards their corporation and its product. Opinion Mining or Sentiment Analysis is a Natural Language Processing and 

Information Extraction task that identifies the user’s views or opinions explained in the form of positive, negative or 

neutral comments and quotes underlying the text. 
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Fig 1: Hierarchy of Data Mining 

There are two main types of textual information on the Web.  

1. Facts   2.Opinions 

Current search engines search for facts. Facts can be expressed with topic keywords. 

Search engines do not search for opinions. Opinions are hard to express with a few keywords Example: 

How do people think of Motorola Cell phones? 

Current search ranking strategy is not appropriate for opinion retrieval/search.user generated content Word-of-mouth on 

the Web One can express personal experiences and opinions on almost anything, at review sites, forums, discussion 

groups, blogs ... (called the user generated content.) 

They contain valuable information Web/global scale: No longer – possible only in one’s circle of friends Our interest: to 

mine opinions (sentiments) expressed in the user-generated content An intellectually is very challenging problem, but 

practically useful. 

Two types of evaluation: 

Direct Opinions: sentiment expressions on some entities, e.g., products, events, topics, persons. 

E.g., “the picture quality of this camera is great” 

Subjective 

Comparisons: relations expressing similarities or differences of more than one entity. Usually expressing an ordering. 

E.g., “car A is cheaper than car B.” 

Objective or subjective. 

We will evaluate mobile phones using regular opinions. 

Search Options 

Ranking: produce two rankings 

Positive opinions and negative opinions 

Some kind of summary of both, e.g., # of each 

Or, one ranking but 
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The top (say 30) reviews should reflect the natural distribution of all reviews (assume that there is no spam), i.e., with the 

right balance of positive and negative reviews. 

We have applied an opinion mining approach to summarize the unstructured and ungrammatical users' reviews, based on 

Support Vector Machine (SVM) and Sentiment analysis using sentiwordnet. 

Two levels of classification are applied:  

Features classification and  

Polarity classification for every feature class 

Support Vector Machine (SVM): 

SVMs are a new technique used for binary classification. 

Support Vector Machines is discriminative classifiers which uses the decision planes concept define decision boundaries. 

A decision plane separates a set of objects having different class memberships. A diagrammatic example is shown below. 

In this, the objects belong either two class GRAY or BLACK. The separating line defines a boundary on the right side of 

which all objects are GRAY and to the left of which all objects are BLACK. Any new object (white circle) falling to the 

right is labeled, i.e., classified, as GRAY 

 

A Support Vector Machine (SVM) is a discriminative classifier defined by a separating hyperplane, given labeled training 

data the algorithm outputs an optimal hyperplane which classify new examples. 

In which sense is the hyperplane obtained optimal? Let’s consider the following simple problem: 

For a linearly separable set of 2D-points which belong to one of two classes, find a separating straight line. 
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In the above diagram there exists multiple lines which gives a solution to the problem. Is any of them better than the 

others? We can define a criterion to estimate the worth of the lines: 

A line is not good if it passes too close to the points because it will be noise sensitive and not generalize correctly. So, our 

goal should be to find the line passing as far as possible from all points. 

Then, the operation of the SVM algorithm is based on the hyperplane that gives the largest minimum distance to the 

training examples. Twice, this distance receives the important name of margin within SVM’s theory. Therefore, the 

optimal separating hyperplane maximizes the margin of the training data. 

 

Advantages of SVM: 

Effective in high dimensional spaces 

Useful in cases where number of dimensions is greater than the number of samples 

Uses a subset of training points in the decision function (called support vectors), so it is also memory efficient. 

Versatile: different Kernel functions can be specified for the decision function. Common kernels are provided, but it is 

also possible to specify custom kernels. 

SVM gives unique solution, since the optimality problem is convex. This is an advantage compared to Neural Networks, 

which have multiple solutions associated with local minima  

Sentiwordnet: 

The aim of SentiWordNet is to provide an extension for wordnet, such that all synset can be associate with a value 

concerning the negative, positive and objective connections. SentiWordNet 3.0 is improved version of 1.0 

SentiWordNet is a lexical resource for opinion mining. SentiWordNet is a large database use in opinion mining. 

SentiWordNet allotted to each synset of WordNet three sentiment numerical scores positivity, negativity and objectivity, 

describing how Positive, Negative and Objective the terms contained in the synset are. Range of each score is from 0.0 to 

1.0 and sum is1.0 for each synset. It means that a synset may have nonzero scores for all the three categories, which 

indicate that the corresponding terms have, in the sense indicated by the synset, each of the three opinion related 

properties only to a certain degree. The entries contain the parts of speech category of the displayed entry, its positivity, 

negativity, and synonyms 
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Summarization of mobile reviews: 

Customers opinion about the product is consider by feature based summarization. Product features and opinion words are 

important in feature based summarization.  

We have implemented Aspect-Based Opinion Summary. 

Example: 

I bought Samsung mobile. It was nice phone. The touch screen was too good. The quality of voice was clear. Battery life 

was not long, that is ok. However, my friend was mad with me as I did not tell him before I bought the phone. He also 

thought the phone was too expensive, and wanted me to return it to the shop. …”  

Aspect Based Summary is as follows 

Aspect1: Touch screen  

The touch screen was too good.  

The touch screen was so easy to use and can do amazing things.  

The screen is easily scratched. 

Difficulty in removing finger marks from the touch screen.  

Aspect2: Battery  

The battery life was not long 

The aspects are the features of Mobile phones. 

At the aspect level: 

Level 1 (entity extraction and grouping): 

Extract all entity expressions, and group synonymous entity expressions into entity clusters. Each cluster indicates a 

unique entity ei. 

Level 2 (aspect extraction and grouping):  

Extract all aspect expressions of the entities, and group synonymous aspect expressions into clusters. Each aspect 

expression cluster of entity ei indicates a unique aspect aij.  

Level 3 (opinion holder and time extraction):  

Extract these pieces of information from the text or structured data.  

Level 4 (aspect sentiment classification):  

Determine whether each opinion on an aspect is positive, negative or neutral.  

Level 5 (opinion quintuple generation):  

Produce all opinion quintuples (ei, aij, ooijkl, hk, tl) expressed in D.  

II.   PROPOSED SYSTEM 

a. The proposed system is used to provide an interface to the user to state views or opinions in the form of positive, 

negative or neutral comments of mobiles. 

b. Classification of the reviews will be performed using binary SVM algorithm.  

c. The system will summarize the reviews (including positive reviews and negative reviews) and provide the user an 

overview about the reviews.  
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d. Mobile-review summarization is similar to customer review that focuses on product feature. This summarization task 

is different from traditional text summarization because it will mine the features of the product on which the 

customers have expressed their opinions and whether the opinions are positive or negative. Latent Semantic analysis 

will be performed for review summarization in which features will be extracted from the reviews. Particle swarm 

algorithm will be used in the summarization based on semantic and linguistic features. 

e. During review summarization at the feature level, feature-opinion pairs are extracted from review documents using 

part-of-speech (POS) tagging. Through the POS tagging, the most frequent noun words that describe the feature 

within the set of reviews are selected. Wordnet will be used to identify the POS. 

 

 

 

 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Proposed system 

Phase 1: Data Collection (Customer Reviews) 

Customer reviews for the product are taken through the UI of the system. 

Also the system uses the customer’s feedback of mobile phones from the websites like amazon.com and ebay.com. 

Phase 2: Data preprocessed 

Collected reviews are pre processed by the stop words. 

To perform the stemming of the words to return its root word to easily extract features and identify polarity. 

Phase 4: Reviews Visual 

Summarization in the 

form of  chart 

Level 2: classification 

-Identify Sentences 
polarity 

-Polarity classification 

Level 1: classification 

-Subjective Sentence 

-Feature Extraction 
-Feature Classification 
using SVM algorithm 

Phase 1: Data 

collection 

 (Customer reviews) 
 

 

Phase 2: Data 

Preprocessed 

-Removing unneeded 
words using stop words 

list 
-Stemmer is used to 

stem the yield the root 

words 

    Phase 3: Data 

Processing 
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Phase 3: Data processing:  

This process consists of two main sub phases as following:  

Level 1 Classification: This consists of three parts as follows:  

Subjective sentences: As a result of the second phase, each review is split into sentences by using comma, full stop and 

exclamation mark as sentences splitter. Then, sentences, which talk explicitly about at least one feature on the product, are 

obtained. 

Feature extraction: Features are extracted from the sentences. 

Feature classification: reviews are classified using SVM algorithm 

Level 2 classification: consists of two parts as follows: 

Identify Sentences polarity: inside the class of each feature, the mining system classifies the sentences into two classes 

(Positive and Negative) according to the polarity of the sentence.  

Classify each product features based on number of positive and negative sentences. 

 

Phase 4: Reviews Visual Summarization: In order to generate a summary of the customer  reviews mobile phones 

product, the system produces a visual summary based on the features of the product and the polarity (Positive and 

Negative) of the sentences.  

 

Fig.4: Result of Sentiment v/s SVM 

III.   CONCLUSION 

An opinion mining system is developed using software which is able to extract knowledge from examples in a database 

and create new data to improve performance over time.  The process can be as simple as learning a list of positive and 

negative words, or as complicated as conducting parsing of the data in order to understand the grammar and sentence 

structure used. Specially mobile related websites which has become the major source of the information, the mobile gore 

often overwhelmed with the information.    



                                                                                                                             ISSN 2394-7314 

International Journal of Novel Research in Computer Science and Software Engineering 
Vol. 2, Issue 2, pp: (77-84), Month: May - August 2015, Available at: www.noveltyjournals.com 

 

Page | 84 
Novelty Journals 

 

In this study, an opinion mining applications are introduced that is created for calculating positive or negative scores from 

user reviews. Unsupervised SVM approach used to calculate the mobile review for the future study and want to improve 

this application for the Sentiment Mining with the extra feature of the Spell Check which further improve the accuracy 

and performance of the mining.  
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